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Assumed luminosity was    
4 x 1032

Justification was high-pT
program

These triggers give 750 Hz

→ Rate spec is 1 kHz

Event size assumed to grow

→ Size spec is 500 kB

→ Throughput spec is 

500 MB/sec

(many safety factors here)

http://www-
cdf.fnal.gov/upgrades/run2b/
Documents/tdr_sep02.pdf



DØ has a system that runs 
at our spec (1 kHz, 250+ 
kB/event)

Put together in a year by a 
core team of ≈ 6 people

Made use of off the shelf, 
Ethernet-based hardware 

Our strategy:   Make use of a demonstrated, working solution to the same 
problem to implement a system appropriate for CDF



Core team:

Raphael Galea  (MIT)

Bruce Knuteson  (MIT)

Ron Rechenmacher  (Fermilab)

Sham Sumorok  (MIT)

Steve Tether  (MIT)
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Block design

No change to Level 3 subfarms

Modify converter node to GbE input

Replace existing ATM switch with 
gigabit Ethernet switch

Rewrite control software

Consider replacing control system 
(ScramNet → Ethernet)

New boards to read VME to GbE
replace current SCPUs

No change to VRBs with exception 
of COT

trigger 
managercopper



Fermilab standard

CD provides 24/7 support

P.O. out for switch to be used in 
final system



Single board computer to read VME into Cisco switch, replaces SCPU

Older version of this board used successfully in DØ system

VxWorks → Linux

P.O.’s out for two boards to use in test stand



hallway

B0 3rd floor

Run IIb EVB test stand

Rack #1: Cisco switch

Rack #2: VME crate

Test stand PCs
(sources and sinks)

A test stand is being set up on B0 3rd floor

This stand will be used to develop the system

(Part of) test stand becomes new system when ready



WBS 1.3.4

Major milestones

1 July 2004 Working prototype system, functionality of 
new control software demonstrated

1 Nov 2004 P.O.’s out for remaining hardware

1 Mar 2005 Move to new system

http://mit.fnal.gov/~knuteson/papers/RunIIbEVB01_DesignOverviewProjectStatus.doc



Summary

Technology decision has been made (gigabit Ethernet)

Basic design has been decided

Upgrade interface boundaries very carefully drawn

no change to Level 3

no change to VRBs

Hardware for VME to switch readout has been selected, and 
initial boards ordered (VMIC 7805)

GbE switch has been selected, and final system switch ordered 
(Cisco 6509)

Expertise from DØ system is being incorporated (Rechenmacher)

Expertise from current CDF system is being used fully (Tether)

We expect to have a working prototype by 1 July 2004

functional new system by 1 Mar 2005


